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Keywords Abstract
Consumer Sentiments, Drug Re- This study employs advanced sentiment analysis techniques to enhance the understanding
views, Sentiment Analysis, TextBlob of drug reviews, with a specific focus on TextBlob-based sentiment classification. As the ac-

cessibility of health products through pharmacies and online platforms continues to increase,
individuals with limited health literacy are increasingly relying on user-generated feedback
to inform their decision-making. By utilizing the TextBlob labelling method, this research
categorizes user sentiments into positive, neutral, or negative, addressing the limitations
inherent in traditional sentiment analysis approaches. The analysis is supported by an inno-
vative model known as BERT, which effectively captures the emotional expression within
textual data. The results indicate that the proposed approach consistently achieves a accuracy
of 98% across training, validation, and testing phases, highlighting its strong performance in
sentiment classification. This accomplishment highlights TextBlob’s ability to consistently
and reliably assess user sentiment, thereby enriching the understanding of consumer per-
spectives in the pharmaceutical industry. The results underscore the importance of effective
sentiment analysis methods in healthcare, offering valuable insights for both consumers and
stakeholders. Moreover, this study provides a foundation for future investigations focused
on improving sentiment analysis methods across varied datasets, which will enhance the
precision and applicability of classification results in different scenarios.
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1. INTRODUCTION searchers [4, 5, 6, 7, 8, 9]. For companies, sentiment analysis
offers a powerful tool to gauge customer perceptions of prod-
ucts, services, and corporate reputation by mining data from
social media and other relevant platforms. Moreover, online
reviews, which often incorporate both ratings and detailed feed-
back, provide crucial insights into user experiences, helping
guide potential customers in their decision-making process [10,
11].

In the business sector, consumer feedback is often repre-
sented through ratings and reviews. However, this method is
susceptible to bias, which can result in discrepancies between
the ratings and the actual sentiment expressed in reviews. For in-

Sentiment analysis, also known as opinion mining, plays a crucial
role in Natural Language Processing (NLP), focusing on the
systematic detection and categorization of sentiments expressed
in text. This process enables the evaluation of emotions and
opinions expressed in written or spoken language, particularly
in relation to specific products or services [1, 2, 3].

Sentiment analysis has been applied across various domains,
including healthcare, entertainment, consumer products, travel,
and politics, offering substantial advantages to individuals, gov-
ernments, and businesses alike. Notably, its application within
the business sector has garnered significant attention from re-
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stance, it is not uncommon to find instances where high ratings
are paired with negative comments or, conversely, low ratings
with positive feedback [12]. Kordzadeh [13] has also underscored
the potential for bias in rating-based assessments, which may
undermine model accuracy. These findings align with recent
research by Braja and Kodra [14], who examined reviews of the
PUBG Mobile application on the Google Play Store. Their re-
search revealed a significant disparity in model accuracy. While
accuracy was 71% when reviews were analyzed based solely
on ratings, it increased to 94% when user sentiments were also
considered. These results highlight the limitations of relying
solely on ratings and underscore the importance of sentiment
analysis methods that accurately reflect user perceptions [15].
Consequently, this study adopts TextBlob as a sentiment labelling
approach, converting consumer evaluations of a product into
positive, neutral, or negative sentiments.

TextBlob is a pre-trained NLP library in Python commonly
used to assess the polarity of reviews following the preprocess-
ing phase. Each review is categorized into one of three polarity
classes: positive, negative, or neutral, corresponding to values of
1, -1, and 0, respectively. TextBlob’s lexicon includes both posi-
tive and negative terms, each assigned a specific score. The over-
all polarity score is derived from the aggregation of individual
word scores, which is then utilized to determine the distribution
and proportion of positive, neutral, and negative reviews within
the dataset [16, 17].

Sentiment analysis methods are generally grouped into four
major categories: lexicon-based approaches, traditional machine
learning techniques, deep learning architectures, and hybrid
models that integrate multiple strategies. Recently, researchers
have embraced novel and increasingly prevalent methodolo-
gies, one of which is Bidirectional Encoder Representations from
Transformers (BERT) [18]. Introduced by Google Research in
2018, BERT, a transformer-based model [19], integrates senti-
ment information by embedding contextual cues within its lan-
guage representations, allowing the model to understand inter-
sentential connections and grasp the broader context of the
reviews. By leveraging such bidirectional representations, BERT,
enhanced with additional output layers, can generate state-of-
the-art models that are applicable across diverse scenarios [20].

This research seeks to evaluate the performance of TextBlob
in sentiment classification of consumer reviews. TextBlob is
used as a preliminary sentiment labelling tool, assigning sen-
timents—positive, negative, or neutral—based on the ratings
present in the reviews. Moreover, to enhance the precision of
the analysis, this research employs a transformer-based model,
specifically BERT, for sentiment analysis and classification. BERT
is utilized to explore intricate patterns within the labelled data,
with the expectation of yielding more accurate results and thor-
oughly capturing the context of the reviews.

2. METHODS

The sentiment analysis in this study begins with data being
loaded into Python, with Kaggle serving as the platform for
coding and running the analysis. This initial stage is crucial to
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ensure both the accessibility and feasibility of the data within
the selected programming environment. The dataset utilized
in this study consists of textual data obtained from the Kaggle
platform, containing a total of 184,622 records. The dataset
consists of seven variables: uniquelD (the identifier for each
respondent), drugName (the name of the medication utilized),
condition (the health condition reported by the respondent),
review (the feedback provided by the respondent regarding the
drug), rating (the assessment of the drug as per the respondent’s
review), date (the date on which the review was submitted), and
usefulCount (the number of respondents who found the review
beneficial). Figure 1 presents a sample of the data to be utilized.

The subsequent phase involves data preprocessing, which is
designed to identify and select pertinent variables for sentiment
analysis. This phase involves determining the variables to be
used as features and the variables to be used as targets. Addition-
ally, this process involves cleansing the data of non-alphabetic
characters that could disrupt the analytical process. Further-
more, case folding ensures consistency in textual representation,
thereby mitigating any potential impact of variations in upper-
case and lowercase letter usage on the analysis outcomes.

As noted by Tan et al. [21], preprocessing serves as a criti-
cal foundation for ensuring that the data is free from noise and
well-structured. The absence of this step may lead to inaccu-
racies or biases in the analysis outcomes. Similarly, Kiersztyn
[22] underscored the importance of implementing appropriate
preprocessing techniques, asserting that inadequate data pro-
cessing can lead to significant errors in interpreting the results
of sentiment analysis.

The target variable is subsequently annotated using the
TextBlob library. This annotation process is crucial, as it cate-
gorizes data into distinct sentiment classes—positive, negative,
or neutral—facilitating a more structured and accessible sen-
timent analysis. Following the generation of these labels, the
next step involves transforming the labels into a numerical for-
mat through a method known as label encoding. This approach
assigns numerical values of 1, -1, and 0 to each predefined sen-
timent category, enabling the model to process the data more
efficiently.

A significant challenge encountered in this study was the
issue of data imbalance, characterized by a substantially lower
number of samples in one class compared to the other classes.
This disparity can adversely influence the analytical outcomes
and hinder the model’s ability to learn effectively from the avail-
able data. To address this issue, we employ a technique known
as Random Oversampling (ROS). ROS is a simple resampling
technique designed to balance class distribution within a dataset
by artificially increasing the number of instances in the minority
class. This process is conducted randomly, thereby enhancing
the representation of minority classes in the dataset [23, 24, 25].

The dataset was partitioned, with 90% allocated for training
and 10% for testing purposes. A portion of the training data was
further separated to form a validation set. This tripartite division
of the dataset was intended to mitigate the risks of overfitting
and model selection bias, as articulated by Muraina [26]. They
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Figure 1. Sample of Research Data

propose that the training set should comprise the most signifi-
cant portion, while the validation and test sets could maintain a
similar proportion. The training set enabled the model to learn
underlying data patterns, while the validation set played a crucial
role in model selection by assessing performance independently
of the test data. Ultimately, the test set was reserved for evaluat-
ing the efficiency of the finalized model upon the completion of
the training and validation phases.

Furthermore, the preliminary application of BERT involved
transforming the review text into a structured set of inputs rep-
resented as tokens. In this context, the model has a maximum
input length of 230 tokens, meaning that no individual input
can surpass this limit. The review data exhibits variability in
sentence length; consequently, sentences exceeding 230 tokens
are truncated to align with the specified constraints, thereby
ensuring accurate model processing. Conversely, for sentences
shorter than the maximum token limit, padding is employed,
which involves adding supplementary tokens to extend the sen-
tence length to 230 tokens. This approach ensures uniformity in
input lengths provided to the BERT model, thereby enhancing
the model’s training efficiency and accuracy.

A BERT model’s architecture generally comprises two se-
quential phases: pre-training followed by fine-tuning [27]. In
the pre-training stage, the model is exposed to a large corpus
of unlabeled text data, including English literature and web-
based content, enabling it to learn inherent patterns, syntactic
structures, and semantic relationships within the text. Follow-
ing pre-training, the BERT model can be tailored for various
applications, such as classification or sentiment analysis, by in-
corporating an additional output layer, thereby minimizing the
need for substantial alterations to the overall architecture. The
foundational structure of the BERT model is characterized by
transformer layers that exclusively feature the encoder compo-
nent, as illustrated in the accompanying figure. In practical use,
the BERT model is available in two configurations: BERT Base
and BERT Large. The distinction between these two lies in the
number of encoder layers, multi-head self-attention units, hid-
den layer sizes, and overall parameter counts. Structurally, BERT
Base and BERT Large differ significantly. BERT Base is built

© 2025 The Authors.

with 12 encoder layers, each incorporating 12 multi-head self-
attention units, and operates with a hidden size of 768, totalling
110 million parameters. BERT Large, on the other hand, scales
up the architecture to 24 encoder layers, 16 attention heads, a
hidden size of 1024, and 340 million parameters [19]. Figure 2
illustrates the two BERT architectures.
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Figure 2. BERT BASE and BERT LARGE Architectures (Source:
GitHub)

This study employs the BERT BASE model, selected due to
the volume of the research dataset and the appropriateness of its
parameter count. During the fine-tuning phase, the BERT Base
model is optimized for sentiment classification using BertForSe-
quenceClassification, incorporating several critical parameters,
including batch size, dropout rate, learning rate, and adjusted
number of epochs. The methodology involves aligning task-
specific inputs and outputs with the BERT Base model, followed
by comprehensive fine-tuning of all parameters. In the input
phase, Sentence A and Sentence B from the pre-training are
tailored to suit the objectives of text classification or sentiment
analysis. Simultaneously, during the output phase, the [CLS]
token representation is utilized as input to the output layer to
perform classification tasks, including sentiment analysis. Upon
completing the training process, the model’s capability to classify

Page 83 of 88



Kurniasari et. al.

novel data is evaluated using test datasets. Figure 3 illustrates the
BERT fine-tuning architecture for text classification or sentiment
analysis.
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Figure 3. Fine-tuning BERT

The final evaluation phase involves analyzing several key
metrics, including True Positive (TP), True Negative (TN), False
Positive (FP), and False Negative (FN) rates. The term True Pos-
itive (TP) denotes instances that truly belong to the positive
class and are correctly identified as such by the model. In con-
trast, TN represents the total of negative instances accurately
identified by the model. In contrast, FP denote instances that
were incorrectly labelled as positive, while FN correspond to
cases that were wrongly classified as negative. These four pa-
rameters are integral components of the confusion matrix. The
confusion matrix serves as a valuable metric for visualizing the
predicted outcomes of a model’s classification in relation to the
actual classifications. This matrix is typically organized as a
2x2 grid, where the rows represent the predicted classifications
and the columns denote the actual classifications. In its simplest
form, the matrix accounts for two classes: the positive class
and the negative class [28]. From the confusion matrix, key
evaluation metrics—including Accuracy, Precision, Recall, and
F1-score—can be computed as shown in Equations (1) through

(4):

TP+ TN
Accuracy = (1)
TP+ FF+ TN +FN
TP
Precision = ——— (2)
TP + FP
TP
Recall = ——— (3)
TP +FN

© 2025 The Authors.
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2 x recall x precision
F1 — score =

(recall + precision) )
Accuracy is widely recognized as a fundamental metric for
assessing the effectiveness of classification models, which is
determined by dividing the number of correct predictions by
the total number of instances in the dataset [29]. Precision re-
flects the proportion of correctly identified optimistic predictions
among all predictions labelled as positive by the model. In con-
trast, recall evaluates the model’s ability to capture true positive
cases among all actual positives. To balance these two aspects,
the F1 score is employed, as it merges precision and recall into a
single measure, making it especially valuable when dealing with
datasets that have imbalanced class distributions [30].

3. RESULTS AND DISCUSSION

Based on the methodological framework outlined in Section
2, the preliminary phase of this study involves preprocessing.
Table 1 illustrates a subset of the dataset that has been processed
through the preprocessing pipeline.

Table 1. Data Samples Before and After the Preprocessing

Before Preprocessing

After Preprocessing

“i was prescribed nucynta
for severe neck/shoulder
pain. after taking only 2,
75mg pills i was rushed to
the er with severe breathing
problem. i have never
had any issues with pain

i was prescribed nucynta for
severe neckshoulder pain af-
ter taking only mg pills i was
rushed to the er with severe
breathing problems i have
never had any issues with
pain medicines before

medicines before”

Table 1 illustrates the transformation of the initial sentence,
which encompasses critical information regarding the side effects
of medications. Prior to preprocessing, the sentence exhibited
issues with punctuation and formatting. Following the prepro-
cessing phase, the sentence was refined by removing extraneous
punctuation, thereby enhancing its structural clarity for subse-
quent analysis. The next phase involves applying TextBlob for
labelling, where the processed data will be annotated to facili-
tate further classification and information processing. Figure 4
illustrates the results of the data labelling process, where Class
0 represents negative sentiment, Class 1 represents neutral sen-
timent, and Class 2 corresponds to positive sentiment.

Nevertheless, subsequent analyses uncovered an imbalance
in the distribution of class labels, which may compromise the
efficacy of the developed model. Consequently, the researcher
implemented balancing techniques to ensure that the model
performs optimally across all existing classes. Figure 5 and Table
2 indicate that the data distribution is primarily dominated by
neutral sentiment, followed by positive sentiment, and then
negative sentiment. This imbalance poses a risk of bias in the
analysis if not adequately addressed, as the model may yield less
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review rating sentimen_textblob

0 i have used restasis for about a year now and .. 0 1
1 my experience has been somewhat mixed i have b... 3 2
2 this is my second implanon would not recommend. 0 2
3 i recommend taking as prescribed and the bottl... 4 1
4 i have been on ampyra for days and have been s... 4 2
46103 i started taking apri about months ago my brea 4 1
46104 i have taken tamoxifen for years side effects .. 4 1
46105 ive been taking lexapro escitaploprgram since . 4 1
46106 im married years old and i have no kids taking.. 3 1
46107 i was prescribed nucynta for severe neckshould... 0 1

184622 rows x 3 columns

Figure 4. Data After Labelling
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Figure 5. Histogram of Sentiment Class Distribution

accurate predictions for minority classes with limited sample
sizes.

Table 2. Class Distribution

Sentiment Textblob  Frequency

Negative 30423
Neutral 84258
Positive 69941

The issue of data imbalance, which can significantly impact
the performance of classification models, has been effectively
addressed through the application of the ROS technique. This
method has increased the number of samples in the minority
class, resulting in an equal number of samples between the mi-
nority and majority classes. Figure 6 and Table 3 present the
histogram and class distribution table, respectively, demonstrat-

© 2025 The Authors.

80000 1

70000 A

60000 -

50000 A

40000 4

Frequency

30000 A

20000 A1

10000 4

Neutral Positive Negative

Figure 6. Histogram of Class Distribution After ROS

ing that the dataset now contains an equal number of samples
across all classes (negative, neutral, and positive). This balanced
dataset enables progression to the subsequent phase, specifically
the training of the BERT model.

Table 3. Textblob Sentiment Class Distribution After ROS

Sentiment Textblob  Frequency

Negative 84258
Neutral 84258
Positive 84258

Table 4 presents the outcomes of the training conducted
with the BERT Base model. These findings highlight the strong
performance of the proposed model, which achieves a training
accuracy of 99.66%, closely followed by validation and testing ac-
curacies of 98.29% and 98.28%, respectively, indicating excellent
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generalization capability. These metrics suggest that the model
not only excels during the training phase but also effectively
generalizes the knowledge it has acquired when encountering
new data.

Table 4. BERT Classification Results

Method Acc.u%acy Accyracy Val- Accgracy
Training idation Testing
Textblob  0.9966 0.9829 0.9828

The model’s performance in classifying various categories is
illustrated more clearly and comprehensively by the confusion
matrix. Figure 7 presents performance models.

Confusion Matrix Model test

- 3000
- 7000

- G000

- 4000

Trué Class

= 3000

- 2000

- 1000

1] 1 2
Predicted Class

Figure 7. Confusion Matrix

The precise classification occurs along a diagonal line, repre-
senting the number of reviews accurately categorized into their
respective classes. Conversely, values located outside this diago-
nal indicate classification errors, where reviews have not been
correctly assigned. Consequently, the data illustrated in Figure
6 demonstrates that the BERT model successfully categorizes
the majority of consumer reviews, with specific counts of 8,379
reviews classified as class 0 (Negative), 8,014 as class 1 (Neutral),
and 8,450 as class 3 (Positive). Furthermore, Table 5 presents a
comprehensive evaluation of the model’s performance, including
precision, recall, and F1-score.

Table 5. Sentiment-based Classification Results on Testing Data

Class Precision Recall Fl-score Support
0 0.98 1.00 0.99 8392
1 0.99 0.95 0.97 8393
2 0.98 0.99 0.99 8493
Accuracy 0.98 25278
Macro Avg 0.98 0.98 0.98 25278
Weighted Avg 0.98 0.98 0.98 25278

© 2025 The Authors.
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The findings presented in Table 5 indicate that the model
attains a precision of 98%, a recall of 100%, and an F1-score of
99% for class 0, demonstrating its high accuracy in classifying
this category. For class 1, the model achieves an accuracy of 99%,
though its recall is slightly lower at 95%, suggesting that there
are some misclassifications within this class. Class 2 exhibits
performance comparable to that of class 0, with a precision of
98% and a recall of 99%.

Overall, the model achieves an accuracy of 98% on the test
dataset, with both the macro mean and weighted average metrics
also reflecting a value of 98%. These results indicate that the
BERT Base model not only effectively recognizes user sentiment
but also exhibits strong generalization capabilities across various
data classes.

The results suggest that the developed model is dependable
for conducting user sentiment analysis using TextBlob, as evi-
denced by its low error rate. The model’s reliable performance
throughout the training, validation, and testing phases demon-
strates its relevance in many applications, such as sentiment
analysis of customer feedback. The slight variations in precision
and recall among classes present opportunities for improvement,
either through the use of enhanced datasets or more sophisti-
cated data processing techniques.

4. CONCLUSIONS

The study evaluated the effectiveness of TextBlob in classifying
consumer review sentiments, with a focus on detecting posi-
tive, negative, and neutral views. The findings indicate that,
following data preprocessing and class balancing, the BERT Base
model attained an accuracy of 98% in sentiment classification
on the test dataset. These findings illustrate the model’s ability
to generalize knowledge from training to unfamiliar data and
comprehensively capture the context of the review. The BERT
model consistently achieves high precision, recall, and F1 scores
across all sentiment classes, despite minor fluctuations in the
individual metrics. This research substantially progresses the
development of improved sentiment analysis techniques, which
are expected to be widely employed for a deeper understand-
ing of consumer attitudes towards products and services. The
findings of this study demonstrate that sentiment analysis, us-
ing TextBlob and BERT, can successfully comprehend consumer
opinions in various contexts.
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