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Abstract
This study aims to compare the performance of the Naïve Bayes and Random Forest clas-
sification algorithms in predicting the study duration of undergraduate students in the
Mathematics Study Program at the University of Lampung. The dataset consists of 537
graduation records from 2020–2024. The research steps include data preprocessing, data
partitioning (train-test split and k-fold cross validation), model building, and evaluation
using a confusion matrix. The results show that the Random Forest algorithm achieved the
highest accuracy of 94.44%, outperforming Naïve Bayes which reached a maximum accuracy
of 92.59%. These findings suggest that Random Forest is more effective for classifying student
study durations. These findings suggest that Random Forest is more effective for classifying
student study durations.
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1. INTRODUCTION

Timely graduation is essential for maintaining educational qual-
ity and institutional performance. According to Pêgo [1], ex-
tended study durations not only reflect academic inefficiencies
but also highlight the need for proactive academic guidance, as
prolonged time to degree completion may signal deeper struc-
tural or individual challenges within the academic journey. To
address the growing concern of academic underperformance,
many higher education institutions have begun leveraging ma-
chine learning techniques to predict student outcomes and im-
plement early academic interventions. Oyedeji [2] demonstrate
that the use of predictive models can effectively uncover at-risk
students and support data-driven strategies for improving aca-
demic achievement. Moreover, driven by the growing availability
of student data, predictive analytics and machine learning are
increasingly being adopted in higher education to anticipate
learning difficulties, identify academic risks, and provide person-
alized support systems [3].

Machine learning has become a key technology in Educa-
tional Data Mining (EDM), offering reliable tools for predicting

student performance, identifying dropout risks, and modeling
learning behaviors [4, 5]. Among various ML algorithms, Naïve
Bayes and Random Forest are widely used due to their inter-
pretability, efficiency, and strong empirical performance in edu-
cational datasets [6, 7].

Naïve Bayes, based on Bayes’ Theorem, assumes feature inde-
pendence and calculates class probabilities to make predictions
[8], The classification rule for Naïve Bayes is defined as:

𝑃(𝐻𝑘 |𝑋𝑖) =
𝑃(𝑋𝑖|𝐻𝑘)𝑃(𝐻𝑘)

𝑃(𝑋𝑖)
(1)

Where:
• 𝑃(𝐻𝑘 |𝑋𝑖) is the posterior probability of class 𝐻𝑘 given pre-
dictor 𝑋𝑖

• 𝑃(𝑋𝑖|𝐻𝑘) is the likelihood of predictor 𝑋𝑖 given class 𝐻𝑘

• 𝑃(𝐻𝑘) is the prior probability of class (𝐻𝑘)
• 𝑃(𝑋𝑖) is the prior probability of predictor 𝑋

In Classification, the label assigned is the one with the highest
posterior probability:
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𝐻̂ = 𝑎𝑟𝑔𝑚𝑎𝑥𝐻𝑘

(
𝑃(𝐻𝑘)

𝑛

∏

𝑖=1

𝑃(𝑋𝑖|𝐻𝑘)
)

(2)

Despite its simplicity, Naïve Bayes has shown reliable perfor-
mance in various educational prediction tasks due to its low
computational cost and resilience to noise [9].

In contrast, Random Forest builds multiple decision trees
and predicts outcomes via majority voting, offering strong per-
formance on complex data [10], It is known for its robustness,
resistance to overfitting, and ability to capture non-linear pat-
terns in data.

Given a dataset 𝐷 = {(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛)}, Random Forest
builds 𝑇 decision trees on bootstrap samples 𝐷𝑡 , and the final
class prediction is made by:

𝑦̂ = mode ({ℎ𝑡(𝑥)}
𝑇
𝑡=1) (3)

Where ℎ𝑡(𝑥) is the prediction of the 𝑡–th decision tree. Ran-
dom Forest is robust to overfitting, handles non-linear data well,
and performs efficiently on imbalanced datasets [11, 12].

In the context of Indonesian higher education, particularly
at the University of Lampung, classification algorithms such as
Naïve Bayes and Random Forest have already shown promis-
ing results. As demonstrated by Kurniasari [13], both models
effectively categorized academic performance data, with Ran-
dom Forest achieving higher predictive accuracy. This suggests
the practical relevance of applying these algorithms to support
academic decision-making at the institutional level.

Recent studies have demonstrated the applicability of these
classifiers in academic settings. Bakri [12] and Hartanto [14]
compared Random Forest with other models in predicting timely
graduation and showed its superior accuracy. Nakhipova [15]
and Farhana [16] applied Naïve Bayes for academic performance
prediction, while Akanbi [17] discussed trends in predictive ana-
lytics for educational success. Other works [18, 19, 20] explored
early risk detection, dropout prediction, and academic perfor-
mance modeling using both Naïve Bayes and Random Forest,
confirming their effectiveness and practicality.

This study aims to evaluate and compare the performance
of Naïve Bayes and Random Forest algorithms in predicting
undergraduate study duration classification. The dataset consists
of 537 graduation records from the Mathematics Study Program
at the University of Lampung, spanning 2020–2024. The outcome
variable is whether a student graduates “on time” (≤ 4 years)
or “late” (> 4 years). The results are expected to support the
development of academic early warning systems and enhance
decision-making processes in higher education institutions.

2. METHODS

2.1 Data
The data was sourced from the graduation records of under-
graduate students in the Mathematics Study Program at the

University of Lampung between 2020 and 2024, totaling 537 en-
tries. The class label represents the study duration (≤ 4 years =
on time, >4 years = delayed), with attributes including admis-
sion track, scholarship, organizational involvement, completed
credits (SKS), and GPA.

2.2 Preprocessing Data
The preprocessing phase involved several key steps to prepare
the data for modeling:

1. View and Handle Missing Values
Missing value occurs when there is data or variables in
the sample that are not observed. In this study, there
were no variables that had missing values. So that data
preprocessing can be continued to the next stage.

2. Attribute Selection
Irrelevant attributes such as student identification num-
bers and personal information were removed to avoid
noise and protect privacy.

3. Categorical Encoding
Categorical variables were transformed into numerical
representations using label encoding. For example, ad-
mission type (SNMPTN, SBMPTN, Mandiri) and organiza-
tional involvement (Yes/No) were encoded into numeric
categories.

4. Feature Scaling
Numerical attributes such as GPA and completed credits
(SKS) were standardized using Scikit-learn’s
StandardScaler to normalize value ranges and im-
prove model convergence.

2.3 Data Partitioning
To evaluate model performance and generalizability, two data
partitioning strategies were applied:

1. Train-Test Split
The dataset was divided into training subsets using four
different ratios namely 60% data training and 40% data
testing, 70% data training and 30% data testing, 80% data
training and 20% data testing and 90% data training and
10% data testing.

2. K-Fold Cross Validation
To further enhance robustness, k-fold cross validation was
performed with three values of k, namely k=5, k=8 and
k=10.

2.4 Model Construction
The models were built using Python (Scikit-learn) employing
Gaussian Naïve Bayes and RandomForestClassifier.

2.5 Evaluation
Model performance was evaluated using the confusion matrix
to compute accuracy, precision, recall, F-1 Score and conditional
probabilities.

3. RESULTS AND DISCUSSION

This study evaluates the performance of Naïve Bayes and Ran-
dom Forest classification models in predicting undergraduate
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study duration at the University of Lampung. Validation was
conducted using both Train-Test Split and K-Fold Cross Vali-
dation methods, and model performance was measured based
on accuracy metrics. Accuracy metrics were computed using
confusion matrix analysis.

3.1 Data Preprocessing
The preprocessing phase consisted of four major steps applied
to the 537 student graduation records:

1. Missing Value Handling
All variables were inspected for missing values. Table
1. shows that there were no missing values in any of
the attributes, allowing the analysis to proceed without
imputation procedures.

Table 1. Variable Missing Value

Variables Missing Value
Study Duration (year) 0

Student ID 0
Name 0
Gender 0

Year of Entry 0
Year of Graduation 0
Admission Pathway 0
Scholarship Status 0

Organization 0
Total Credits Earned 0

GPA 0

2. Data Reduction
Irrelevant attributes such as student ID (NPM), name, gen-
der, admission year, and graduation year were excluded
because they did not contribute significantly to the predic-
tive modeling. Table 2 displays the data before and after
reduction.

Table 2. Data Before and After Variable Reduction

Variables Variables After Reduction
Study Duration (year) Study Duration (year)

Student ID Admission Pathway
Name Scholarship Status
Gender Organization

Year of Entry Total Credits Earned
Year of Graduation GPA
Admission Pathway
Scholarship Status

Organization
Total Credits Earned

GPA

3. Categorical Encoding
In the categorical encoding stage, a labeling process will
be applied to the data. The categorical encoding tech-
nique used is LabelEncoder, which automatically sorts

the categories alphabetically and then assigns numerical
labels starting from 0, 1, 2, and so on. Table 3 displays the
categorial encoding.

4. Feature Scaling
To normalize the range of continuous features,
StandardScaler from Scikit-learn was applied. This
standardization method ensures that each numeric at-
tribute (e.g., GPA, SKS) has a mean of 0 and standard
deviation of 1, which is particularly important for algo-
rithms sensitive to feature scale such as Naïve Bayes.

3.2 Model Performance Overview
The results of the classification experiments are summarized
in Table 4. Each model was evaluated across four data parti-
tion ratios (60:40, 70:30, 80:20, and 90:10) for the train-test split
method, and three different k-values (k=5, 8, and 10) for k-fold
cross-validation.

Table 4 shows that Random Forest consistently outperforms
Naïve Bayes in terms of accuracy across both Train-Test Split
and K-Fold Cross Validation methods. The highest accuracy was
recorded by Random Forest with a 90:10 train-test split (94.44%)
and 10-fold cross validation (93.14%).

3.3 Comparison of Naïve Bayes and Random Forest Mod-
els

Naive bayes and random forest methods have the highest ac-
curacy value when using the splitting method compared to the
k-fold cross validation method. The highest accuracy value of
the naive bayes method is 92.59% and random forest is 94.44%.
Figure 1 displays the Comparison the models with Splitting and
K-Fold Cross Validation Methods.

Figure 1. Comparison the Models with Splitting and K-Fold
Cross Validation Methods

Random Forest excels due to its ensemble nature that com-
bines multiple decision trees to handle complex data interactions.
Meanwhile, Naïve Bayes performs optimally when feature inde-
pendence is assumed, which may not hold in this case. Never-
theless, Naïve Bayes still demonstrates stable and competitive
performance.
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Table 3. Categorical Encoding

Variables Categories Encoded Values
Study Duration (Y) ≤4 years, ≥4 years 0 or 1

Admission Pathway (X1) SNMPTN, SBMPTN, Mandiri, PMPAP 0, 1, 2, or 3
Scholarship Status (X2) No, Yes 0 or 1

Organization (X3) No, Yes 0 or 1
Total Credits Earned (X4) <144, ≥144 0 or 1

GPA (X5) ≤3.00, 3.00-3.49, ≥3.50 0, 1, or 2

Table 4. Testing Results of Naïve Bayes and Random Forest Models with Splitting and K-Fold Cross Validation Method

Validation Methods Naïve Bayes (%) Random Forest (%)
Train-Test Split 60:40 87.90 87.90
Train-Test Split 70:30 89.50 86.41
Train-Test Split 80:20 91.66 90.74
Train-Test Split 90:10 92.59 94.44

K-Fold Cross Validation (k=5) 89.81 91.81
K-Fold Cross Validation (k=8) 90.16 92.67
K-Fold Cross Validation (k=10) 91.08 93.14

4. CONCLUSIONS

Random Forest achieved higher accuracy than Naïve Bayes in
predicting undergraduate study duration at the University of
Lampung. The highest accuracy was obtained using a 90:10
train-test split and 10-fold cross validation.
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